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Abstract— Distributed Denial-of-service (DDoS) attacks
are among the most difficult and damaging security prob-
lems that the Internet currently faces. The component
problems for an end-system that is the victim of a DDoS
attack are: determining which incoming packets are part
of the attack (intrusion detection), tracing back to find
the origins of the attack (i.e., “traceback™) and, finally,
taking action to mitigate or stop the attack at the source by
configuring firewalls or taking some other kind of punitive
measures. The preferable solution to these problems will
operate in real time so that a DDoS attack can be mitigated
before the victim is seriously harmed. This paper focuses
on the technique of packet marking/overloading for auto-
mated DDoS traceback which is a complex problem simply
because attackers can use spoofed source IP addresses in
their attacking packets. A new packet marking strategy is
proposed and is shown to yield better results in terms of
complexity and performance.

I. INTRODUCTION

Distributed-Denial-of-service (DDoS) attacks are
growing threats to today’s Internet. With the availability
of automatic attacking tools such as Tribe Flood Network
(TEN), TFK2K, Triboo and Stacheldraht, any person
with substantial knowledge about networking can easily
carry out a DDoS attack. Some statistics [11] show that
DoS and DDoS attacks are so prevalent today that they
present a great threat to e-business. A recent noticeable
attack [12] was launched in October 2002 against 13
root servers which are used by the Internet’s Domain
Name Servers (DNS). In the past, targets of attacks have
included the most recognizable corporations, the White
House and CERT itself [9]. A single DDoS attack in
2000 is believed to have cost hundreds of million of
dollars [21]. Because of the damage that such attacks
incur on the Internet and on the business of some online
companies that profit directly or indirectly from their
devoted subscribers or users (Amazon.com, Buy.com,
eBay, etc.), there is an immediate need for a real-time
mechanism for tracking down the sources of these
attacks as part of an effort to deter future ones.
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To mitigate or terminate a DDoS attack, a victim
end-system must address the following component prob-
lems: determining which incoming packets are part of
the attack (intrusion detection), tracing back to find
the origins of the attack (traceback) and, finally, taking
action to mitigate or stop the attack at the identified
source by configuring firewalls or taking some other
kind of punitive measures. Determining the sources of
an attack is not, however, a simple task since attackers
typically use incorrect or spoofed IP addresses. IP address
spoofing can create the appearance that the attacks are
being carried out by innocent end-systems. For these
reasons, several solutions have recently been proposed to
automatically traceback the sources of DDoS attacks and
mitigate them.One family of promising techniques advo-
cates overloading/marking of rarely used fields in IPv4
headers by trust-worthy routers with a portion of their
own IP address. Example methods include probabilistic
packet marking (PPM) [16], [19] and border router packet
marking (BRPM) [7], [8]. A brief overview of existing
techniques is given in the Section Il. In Section IlI, we
give an overview of address fragmentation techniques for
the purposes of packet marking for automated traceback.
A new hybrid method is then proposed and its low
implementation complexity and low rate of false positives
are demonstrated.

Il. RELATED WORK

This section briefly introduces several previously pro-
posed techniques to trace back the origins of a DDoS
attack [8], [4], [3].- General criteria for evaluation of
traceback techniques include: false positive rates (includ-
ing those maliciously caused), missed detection rates,
computation and communication overhead, deployment
complexity, and DoS effects of the firewalls configured
as a result of traceback.

Under link testing (Input Debugging) which is based
on having a victim reports an attack to its upstream
router, which in response installs a debugging filter that



reveals which upstream router originated the attacking
traffic. While such tracing may be done manually, many
ISPs have developed tools to automate tracing back of
attacks across their own networks such as that proposed
in [20]. Under a traceback method called link testing
(controlled flooding) [2], the victim forces selected hosts
to flood each incoming link of the router closest to the
victim and monitors the change in the attack packet rate
and determines from which link the attack is arriving.
Another approach to trace back proposes to log packets
at various points throughout the network and then use
some extraction (“data mining”) techniques to find the
path packets traversed, see [15]. Snoeren et al [17],
[18] proposed a modification to this approach called
the Source Path Isolation Engine (SPIE). Ferguson and
Senie [6] suggested the use of ingress filtering. Bellovin
[1] proposed a scheme known as the ICMP Traceback
Messages that was later extended by Wu et al [22]. In
this scheme, routers, with low probability, generate a
Traceback message that is carried in an ICMP packet and
is sent along the path of the packet.

A. Probabilistic Packet Marking

The PPM scheme [16], [19], [5] requires that a router
(including an interior router), with specified probability,
inscribes its local path information into the packet header.
The path of the packets is reconstructed starting from the
packets received from the closest routers moving up to
the ISPs’ border routers.

FMS (and perhaps AMS) may not be able to traceback
significant DDoS attacks in real time, i.e., while an attack
is on-going. AMS requires several hundred to thousands
of packets (depending on the path length and the marking
probability) per attacker to be able to reconstruct the
attack path (see Fig. 12 and 13 of [19]).

Also, since routers mark in a probabilistic way, the
victim will receive many unmarked packets that are part
of the attack. An attacker can easily take advantage
of this flaw by inserting fake links distances into the
overloaded packet header fields [13] to cause malicious
false positives. To overcome this problem, Song and
Perrig [19] proposed authentication of the packet marking
using Message Authentication Codes (MAC).

B. Border Router Packet Marking (BRPM)

Under BRPM, only “border” routers mark packets and
all packets inbound into the Internet are marked. More
precisely, the marks are based on the IP addresses of the
border router’s input-link interface that the packet arrived
on. Marking every packet in this way protects against an
attacking end-system inserting fake marks into this field
in an attempt to compromise traceback with malicious
false positives. Traceback is made unambiguous by the

deployment assumption that each packet is forwarded
into the Internet by only one trustworthy marking border
router. In practice, such a “border router” could be the
first point-of-presence (PoP) of a trustworthy ISP, a
gateway router to an unreliable autonomous system on
the periphery of the Internet, or even a secure end-host
(in which the marking process cannot be circumvented).
BRPM has the following advantages over PPM

o BRPM requires fewer marking routers. This alone
implies easier deployment, fewer false positives and
simplified address reconstruction.

« BRPM places firewalls as far as possible from
servers, i.e., in the border routers [10].

o« BRPM marks all packets so that malicious false
positives are prevented.

Unlike all PPM schemes, the BRPM scheme does
not require any router to decide whether to mark an IP
datagram. Note that marking every packet is no more
complex, from either a hardware or software perspective,
than marking packets at random (where potentially all
packets are marked).

Finally, PPM may be more secure than BRPM when
hijacking of border routers is a significant threat because
interior routers that are not hijacked will still be able to
mark packets and, thereby, overwrite fake marks inserted
by a hijacked router. However, it is not clear that this
is, in fact, a significant threat and it is not clear that
the marking function (a simple operation deployed in the
microcode of the routers’ ingress network processors) can
be modified or stopped by a hijacker. Finally, this threat
is clearly significantly less than that of the malicious false
positive problem that PPM suffers (when attacking end-
users insert fake marks).

C. Defining a border router

A “border” router can be any of the following: bor-
der/leaf routers, area border routers (ABR) and/or on
gateway/boundary routers depending on the part of the
Internet that needs to be secured. From the perspective of
a given server that wishes to perform traceback on marked
packets it determines are participating in an attack: the
server could identify all the routers at the perimeter of its
trust region and request that those routers mark all packets
that are destined for the server under consideration. In a
router, the marking function could be tied to the packet
forwarding mechanism of the network processors resident
on its input linecards. Therefore, from the perspective of
any given server in this more general setting, BRPM could
be deployed so that all of the routers at the perimeter
of its trust region mark packets that are forwarded to
it. Traceback under BRPM would, however, be most
valuable if all servers had a common “maximal” trust
region thereby placing firewalls as close to the true source



= rkihg ABR
(o)
5 B Markig) ABR
& Marking ABR =

AS = Autonomous System
BGR = Border Gateway Router
ABR = Area Border Router

Fig. 1. BRPM deployment

of an attack as possible (resulting in the smallest DoS
effect to innocent end-systems).

Figure 1 is an example indicating onto which bor-
der routers BRPM can be deployed. Note that marking
ABRs mark datagrams that originate from their associated
subnetworks. Referring to Figure 1, if a DDoS attack
originated from any area of autonomous system AS2
against end systems in Area 1 of autonomous system
AS1, the victims would be able to reconstruct the IP
addresses of the area border routers from which the attack
emanated. Now assume autonomous system AS3 does
not employ BRPM due to the lack of sufficient levels
of technical or political cooperation between Internet
Service Providers (ISPs). If a DDoS attack originates
from within autonomous system AS3, the marking border
gateway router (BGR) marks all packets originating from
AS3. Hence any end-systems under attack in AS1 and
AS?2 are able to determine that the source of the attack
is coming from ASS3.

I11. EXISTING ADDRESS FRAGMENTATION AND
RECONSTRUCTION STRATEGIES

In this section, we briefly describe previously proposed
techniques for packet marking. These methods simulta-
neously attempt to reduce false positives and/or address
reconstruction complexity. The problem here is how to

segment a 32-bit source IP address into smaller fragments
suitable for overloading the IPv4’s 13-bit Fragmentation
Offset field plus an unused flag bit and the unused 2-bit
TOS field, a total of 16 bits. The variable & will represent
the total number of fragments or the number of fragments
belonging to a single identified group. Also, n will
represent the number of different border router interfaces
through which attacking packets enter the Internet, i.e.,
the number of different “attacking” border routers.

A. Packet marking strategies associated with PPM

Two prominent varieties of packet marking have been
proposed in association with PPM: Scheme (FMS) by
Savage et al [16] and Advanced Marking Scheme (AMS)
by Song and Perrig [19]. Under FMS, each router’s IP
address is bit interleaved with a “uniform hashed” version
of the same address. The resulting 64-bit quantity is par-
titioned into £ (nonoverlapping) fragments. In the FMS
packet marking approach [16], fragments are collected
by a victim end-system under a DDoS attack and their
contents are de-interleaved to obtain an IP address and
hashed-value fragments. Complete 32-bit addresses and
their hash values are reconstructed by simply concatenat-
ing the fragments. Finally, the hash function is applied to
each reconstructed address to see if the result agrees with
the corresponding reconstructed hash value. This last step
has the effect of reducing false positives.

Under AMS, each router’s IP address is hashed into an
11-bit or 8-hit value (according to whether AMS version |
or Il is used) and probabilistically inscribed in forwarded
IP packets. However, unlike FMS, AMS requires the
knowledge of a topological map of the Internet a priori
to be able to reconstruct a 32-bit router IP address from
the 11-bit or 8-bit hash values.

In the case of FMS, the address reconstruction of the
routers’ IP address is of the order ©(n*). The number
of false positives cannot be predicted but the number
of reconstructed routers’ IP addresses is ©(n*). False
positives are eliminated by recovering the IP address and
its scrambled version and find a match. Note that in FMS,
by using a 32-bit "hashed” IP address, k is 8.

In the case of AMS, the address reconstruction of
the routers’ IP address is clearly of the order O(n).
The number of false positives cannot be predicted but
the number of reconstructed routers’ IP addresses is
0O(232~/n), where f is fragment size. False positives are
eliminated by checking the reconstructed IP addresses
with topological map of the Internet.

B. Groups of overlapping fragments

We previously associated a packet marking framework
with BRPM in which a border router’s IP address is
fragmented (segmented) into several (k) overlapping frag-
ments where each fragment has an identifying index (IDs



Fragment 0 Fragment 1 Fragment 2 Fragment 3

P
3]3[2]|2(2]2|2]|2|2[2]2|2|1|1|1]1]1
1[0[918]7[6[5141312/1/0]9]18|7]6]5|4/3]2[1]0

,_.
[
[
—
—

918|7|6|5/4]3|2|1|0

—~ N
Network Host

Fig. 2. Overlapping 11-bit fragments (group #1) spanning a 32-bit
border router address Fragment 4

Fragment 5

Fragment 6

Fragment 7

3

o)

/ S
3|3|2|2[2]2|2]|2|2(2]2|2|1|1{1|1]1f 11| 1f1[1
1|0|9|8|7 6 5|4|3 2|l 0 9|8|7 6|5|4|3|2|1 0|g 8 7|6 > 4|3 2|1|0

T~ Y
Network

Fig. 3. Fragment group #2 overlapping in both the network and host
class-C address fields

0 to k£ — 1). Border routers write into the header (of
every packet they forward) a selected fragment and its
identifier (ID). The number of bits needed for storing both
a fragment and its ID is at most n + [log k] where n is
the fragment size and £ is the total number of fragments.
Example fragmentation strategies are given in Figures 2
and 3.

The quantity of addresses reconstructed is reduced
when overlapping fragments as the packet marks. The net
effect of this fragment “redundancy” is to reduce false
positives during the address reconstruction itself and,
therefore, this process is less complex. More specifically,
suppose an end-system is under a DDoS attack. Address
reconstruction works as follows. The address fragments
and their identifiers are extracted from the packet head-
ers. Only pairs of fragments with identical (matching)
overlapping fields are merged together to form a larger
address “metafragment”. Metafragments are then made
even larger, according to this same rule, by continuing
to merge them with other fragments whose overlapping
fields agree with those of the metafragment.

We now specifically describe how false positives arise
in the overlapping-fragments framework. Consider the
simple example of two fragments (¢ = 2) of n = 20
bits that therefore overlap in 8 bit positions (Figure 4).
For a given 32-bit border router address A, let

. be this 8-vector of the overlapping bits
be the fragment with ID ¢ for i = 0,1

be the 12-vector of non-overlapping bits of

o b

w(A)
fi(A)
(A)
fi(A)

We therefore write f;(A) = b;(A) @ w(A), i.e., the ith

fragment is composed of non-overlapping (unique to f;)
bits b; and the overlapping bits w. Now consider two
logged fragments with different IDs, fo(Ap) and f1(A;),
where Ay and A; are the actual IP addresses of border
routers that marked the corresponding packets (of course,
Ag and A; are not known a priori to the entity performing
traceback). If the overlapping bits agree, i.e.,

then the following 32-bit IP address will be reconstructed
given fragment instances fo(Ap) and f1(A;):

bo(Ag) ® W @ b1 (A1)
bo(Ag) @ f1(Ar) = fo(Ao) ® b1(Ar)

Note that if A; = Ag (i.e., the two fragments under
consideration are taken from the same address) then
Dy = Ay (i.e., the address is successfully reconstructed).

Consider two “attacking” border router IP addresses
Ay # A;. Referring to Figure 4, false positives are
generated only when

DO =

U)(AQ) = U)(Al) =W and bo(Ao) 7é bo(Al)
and b1<A0) 7& bl(Al)

In this case, the two false positives generated are:

bo(Ap) @ W @ b1(A41)
bo(A1) @ W @ b1 (Ap).

F() =
and Iy =

In the following we will assume a victim server re-
ceives all fragments from all attacking routers; thus, there
will be no missed detections. Assume that the approach
of a single group of overlapping-fragments is used and
let:

o ® be the number of fragments

o ; be the set of fragments that overlap with fragment
1

e w;; be the number of overlapping bits between
fragments 4 and j, if j € Q; (note: w; ; = w;;)

o V be the total number of bits that are used by just
a single fragment (i.e., total “nonoverlapping” bits)

o N be the number of “attacking addresses”

If we further assume that

« each fragment overlaps with exactly two other frag-

ments

« no single bit is shared by more than two fragments
e N S Inini,j 2Wi.g
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Fig. 4. Example of two fragments (k = 2) of n = 20 bits that overlap
in 8 bit positions.

o The set of N attacking addresses are independently
selected and follow a uniform distribution over the
entire set of 32-bit IP addresses

then a simple formula for the probability of zero false

positives is:
o]
QWi | 232N!
VN
T o= )/ ()
i=15€Q;,7>1

where we note that

o3
V+ Z Z Wi, j

i=1jE€Q;,j>1

32 =

since the fragments must span the 32 different bits of
an IP address. In particular, if |©2;] = 2 and a constant
w=uw;; forall ¢ and all j € Q;, then the probability of
zero false positives is:

(&) /()

where V 4+ w® = 32.

The numbers of false positives using this overlapping
technique alone are too high to be of practical value and
requires too much address reconstruction complexity. In
[7], [8], we used the technique of fragment grouping to
further reduce address reconstruction complexity (fewer
reconstructed addresses) and false positives. Consider the
examples of Figures 2 and 3 where the four overlapping
fragments numbered 0-3 and those numbered 4-7 are
respectively grouped together. The fragments in each
group span the entire 32-bit address. In general, the
previously described address reconstruction process will
lead to a set .S; of reconstructed 32-bit addresses using
only those overlapping fragments whose IDs belong to the
i*™ group. Using multiple fragment groups, only those
reconstructed IP addresses that are common to all sets,
i.e., those in

SESlﬂSQQS;gﬁ"'mSn (2)

are deemed to be border routers through which originated
transmission to the end-system performing traceback.

In [7], [8], we generated “attacking” border router
addresses in two ways:

« mutually independent and uniformly at random from
within classes A, B, and C (i.e., between 0.1.0.0 and
223.255.255.0),

« weakly-correlated by fixing the leftmost 8 of the
network address bits (i.e., assuming all attacks are
emanating from border routers whose IP addresses
fall within 200.0.0.0 and 200.255.255.255). Note that
we assumed that the last 8 bits represent the host
portion while the remaining 24 bits are the network
portion.

After running the simulation using the approach of mul-
tiple groups of overlapping fragments, all attacking bor-
der router IP addresses were successfully reconstructed*
along with small numbers of false positives: 2-4% for
< 400 attacking border routers and 65-70% for < 700
attacking border routers.

IV. A NOVEL HYBRID PACKET MARKING APPROACH

We propose a hybrid marking strategy consisting of a
single group of, say, four overlapping fragments spanning
a 32-bit border router address.Now consider a “hash”
function h that maps a 32-bit address A to an H-
bit quantity h(A) where H > 32 (IP addresses may
be initially padded with a known fixed suffix prior to
application of the hash function). This H-bit quantity is
then fragmented into k& — 4 fragments. To minimize false
positives, the chosen hash function A should create very
dissimilar (uncorrelated) values h(A) for addresses that
are similar (correlated) in the domain of addresses under
consideration.

Address reconstruction works as described above for
the group of four overlapping fragments taken from the
unmodified IP address. In addition, the hash fragments
are stored. Once an address A is reconstructed, the
hash function h is applied to it and the stored received
fragments are searched to see if the fragments of h(A)
have all been received. If all £ — 4 fragments of h(A)
have been received, A is deemed to be an address of an
“attacking” border router.

Note that, given the fragmentation strategy described
above, there is a choice as to whether to attempt to recon-
struct the hash quantities “h(A)” from their associated re-
ceived fragments. Such a reconstruction process, however,
will increase the complexity of address reconstruction.

Also, simply checking whether the fragments of h(A)
have been received (A being a reconstructed address)

10% missed detections follow from the basic assumption that all
fragments are correctly received by the victim end-system from each
attacking address.



could be done very efficiently in hardware using a set
of content addressable memories (CAMs), one for each
of the k£ — 4 fragment indexes associated with the hash
value.

While using non-overlapping fragments on h(A) may
allow more of the hash value to be represented in the
case where the fragment size is smaller than H/(k — 4),
overlapping fragments on h(A) may allow more corre-
lation between fragments. In the different simulations
we conducted, nonoverlapping fragments of the H-bit
quantity yielded significantly more (sometimes by as
much as 50%) false positives than overlapping fragments
in this case.

V. PERFORMANCE STUDY

To simplify the comparison between different address
fragmentation strategies, evaluation was done in the
context of the Border Router Packet Marking (BRPM)
scheme advocated in [7], [8]. We used the MD5 message
digest algorithm[14] as our hash function h. MD5 is a
secure hash function used to verify data integrity through
the creation of a 128-bit message digest from data input.

In addition to the uncorrelated and weakly correlated
cases described at the end of Section I11-B, we generated
“attacking” border router addresses that were:

« strongly-correlated by fixing the leftmost 13 of the
network address bits (i.e., assuming all attacks are
emanating from border routers whose IP addresses
fall within 200.0.0.0 and 200.7.255.255). Note that
we assumed that the last 8 bits represent the host
portion while the remaining 24 bits are the network
portion.

Let f be the fragment size, k be the total number
of fragments, and n be the number of “attacking”
border routers. To test our proposed approach, we used
the fragmentation framework of Figure 2, varied the
fragment size and the number of different fragments,
assumed that all fragments from each attacking address
were received by the victim end-system, and assumed
the victim end-system employed a perfect intrusion
detection, i.e., identified all attacking packets with no
false positives. We report at most 1.0% + 0.2 false
positives (in the addresses reconstructed and deemed
to be attacking) with 95% confidence for the following
values of n.

Case 1: f =13 and k = 8 (16-bit mark)

o For mutually independent IP addresses between
0.1.0.0 and 223.255.255.0, n < 600.

o For weakly-correlated independent IP addresses be-
tween 200.0.0.0 and 200.255.255.255, n < 900.

o For strongly-correlated independent IP addresses
between 200.0.0.0 and 200.7.255.255, n < 1500.

Case 2: f =12 and k£ = 16 (16-bit mark)

o For mutually independent IP addresses between
0.1.0.0 and 223.255.255.0, n < 1500.

o For weakly-correlated independent IP addresses be-
tween 200.0.0.0 and 200.255.255.255, n < 2000.

« For strongly-correlated independent IP addresses be-
tween 200.0.0.0 and 200.7.255.255, we report 0%
false positives observed in 15 separate trials for
n < 2000.

Note that within each case, the more the border IP
addresses are “correlated”?, the more the number of
“attacking” border routers that can be resolved with the
same false positive rate of 1%. This can be explained
by taking note of the total number N of IP addresses
reconstructed, i.e., from the group of four overlapping
fragments of the unmodified IP address. For instance, in
case 2 and for » = 1000:

o For mutually independent IP addresses between
0.1.0.0 and 223.255.255.0, N = 9.5 million IP
addresses.

o For weakly-correlated independent IP addresses be-
tween 200.0.0.0 and 200.255.255.255, N ~ 0.29
million IP addresses.

o For strongly-correlated independent IP addresses
between 200.0.0.0 and 200.7.255.255, N = 0.05
million IP addresses.

Hence, it is clear that the chance of generating a false
positive is much higher in the case of mutually indepen-
dent IP addresses than in the case of deterministically
correlated (but otherwise independent) IP addresses.

Moreover, it is essential to note the performance of
case 2 is much better than that of case 1. First, we report
N for mutually independent IP addresses between 0.1.0.0
and 223.255.255.0 for case 1 and case 2 and then discuss
the importance of the number of fragments & versus the
fragment size f:

e Case 1: For n = 1000, N = 0.9 million IP
addresses.

e Case 2. For n = 1000, N =~ 9.5 million IP
addresses.

Though the number of reconstructed IP addresses of
case 2 is approximately 10 times that of case 1 (because
of case 2’s smaller fragment size), case 2 yields better
false positive results than case 1. This is due to the fact
that in case 2, more bits are used to communicate the
hashed address value. Case 1 uses only four fragments

2strictly speaking, the addresses are independently selected in all
cases because of the deterministic nature of the address “correlations”
considered here.



to cover part of the H-bit quantity h(A) (refer to section
IV) while twelve fragments are used in case 2.

Also note the significantly better improvement in per-
formance over the results quoted at the end of Section Il1-
B for the approach using multiple groups of overlapping
fragments rather than a “scrambling” hash.

The speed of execution of the algorithm identifying
attacking addresses depends on the fragment size f
and the degree of correlation between border routers IP
addresses. A larger fragment size (and correspondingly
larger numbers of overlapping bits) results in fewer
reconstructed IP addresses and, hence, a smaller
execution time. Let ¢ be the execution time in seconds,
where all simulations were conducted on an 800 MHz
Pentium 111 Linux workstation with 128MB of RAM.

Casel: f=13and k=8

o For mutually independent IP addresses between

0.1.0.0 and 223.255.255.0,
- Forn <800, t<1
— For n <1500, t <9.

« For weakly-correlated independent IP addresses be-
tween 200.0.0.0 and 200.255.255.255, ¢t < 1 for
n < 1500.

o For strongly-correlated independent IP addresses
between 200.0.0.0 and 200.7.255.255, t < 1 for
n < 1500.

Case 2. f=12and k=16

o For mutually independent IP addresses between

0.1.0.0 and 223.255.255.0,
- Forn <400,t<1
— For n <1500, t < 73.

o For weakly-correlated independent IP addresses be-
tween 200.0.0.0 and 200.255.255.255, t < 1 for
n < 1400.

« For strongly-correlated independent IP addresses be-
tween 200.0.0.0 and 200.7.255.255, t < 1 for n <
1500.

V1. SUMMARY

We considered the traceback problem of distributed
denial-of-service attacks prevalent in the Internet today.
In particular, a solution to this problem based on packet
marking was described. We gave an overview of existing
packet marking strategies and proposed a mechanism in-
volving overlapping fragments of the unmodified marking
router IP address along with fragments of a “scrambling
hash” mapping of the address. At a victim end-system,
reconstruction of the unmodified address is checked
against received hash-value fragments. The hash function
effectively decorrelates correlated “attacking” addresses

causing false positives. Our approach was shown to pro-
duce less than 1% false positives for on the order of 1000
attacking addresses. In addition, address reconstruction
complexity is quite low.
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